**人工智能训练师（三级）操作技能考核**

**试题单**

准考证号：

试题代码：

试题名称：人脸AI智能检测系统交互流程设计

考核时间：20min

**1.**场地设备要求

（1）人工智能训练师主机 1 台；

**2.**工作任务

在安防监控、智能交通等领域，实时准确的人脸检测需求日益增长。传统的人脸检测方法在面对复杂光照、多角度、遮挡等情况时，检测效果往往不尽人意。随着深度学习技术的发展，基于深度神经网络的人脸检测模型展现出强大的性能优势。ONNX（Open Neural Network Exchange）作为一种开放式的神经网络交换格式，能够实现不同深度学习框架间的模型转换与共享，使得基于 ONNX 的人脸检测模型可以在多种环境下高效运行。本系统所使用的 “version-RFB-320.onnx” 模型，通过大量数据训练，能够快速准确地检测出图像中的人脸，在实际应用场景中具有重要价值。

AI 模型说明：“version-RFB-320.onnx” 模型是用于人脸检测的 ONNX 格式模型，对应的类别标签文件为 “voc-model-labels.txt” 。该模型的使用交互流程为：

（1）加载 “version-RFB-320.onnx” 模型和 “voc-model-labels.txt” 类别标签；

（2）加载本地测试图片文件夹 “imgs” 中的所有图片，并对每张图片进行预处理以符合模型输入要求；

（3）使用 “version-RFB-320.onnx” 模型对加载的图片进行人脸检测；

（4）在图片上绘制检测到的人脸框，并将处理后的图片保存到 “./detect\_imgs\_results\_onnx” 文件夹中；

（5）统计所有图片中检测到的人脸总数并输出。

你作为一名人工智能训练师，请完成以下工作任务：

（1）补全该模型的使用交互流程对应的 Python 代码（3.2.5.ipynb），实现本地测试图片文件夹 “imgs” 中所有图片的人脸检测，将运行结果截图保存到3.2.5-1.jpg中，并将检测结果的图片上传。

（2）在上面的使用交互流程基础上，结合实际应用场景，设计在人脸检测系统中使用 “version-RFB-320.onnx” 模型的一种人机交互优化方案，包括交互界面布局、操作流程等内容，将其保存为docx文件，命名为 3.2.5.docx。

所有结果文件储存在桌面新建的考生文件夹中，文件夹命名为 “准考证号 + 身份证号后六位”。

**3.**技能要求

（1）能确保模型在单一场景下稳定运行；   
（2）能通过分析，找到单一场景下人工和智能交互的最优方式。

（3）能对单一场景下人工和智能交互界面设计提出优化需求。

**4.**质量指标

（1）模型运行稳定，使用正常；   
（2）单一场景下人工和智能交互的最优方式切实可行。

**人工智能训练师（三级）操作技能考核**

**试题评分表**

准考证号：

试题代码：

试题名称：人脸AI智能检测系统交互流程设计

考核时间：20min

测量分评分表

| 细则编号 | 配分 | 评分细则描述 | 规定或  标称值 | 结果或  实际值 | 得分 |
| --- | --- | --- | --- | --- | --- |
| M1 | 2 | 从标签文件中读取每一行，并去除行首尾的空白字符，得到类别名称列表代码正确得2分； | 根据数据 |  |  |
| M2 | 2 | 创建 ONNX Runtime 的推理会话，用于运行模型进行推理代码正确得2分； | 根据数据 |  |  |
| M3 | 2 | 获取模型输入的名称代码正确得2分； | 根据数据 |  |  |
| M4 | 2 | 果保存结果的目录不存在，则创建该目录代码得2分； | 根据数据 |  |  |
| M5 | 2 | 使用 OpenCV 读取图像文件 2分代码正确得2分； | 根据数据 |  |  |
| M6 | 2 | 将图像调整为 320x240 的尺寸（符合模型输入的尺寸要求）代码正确得2分； | 根据数据 |  |  |
| M7 | 2 | 定义图像归一化的均值数组代码正确得2分； | 根据数据 |  |  |
| M8 | 1 | 在第一个维度上扩展一个维度，将图像变为 (1, 通道数, 高度, 宽度)，以符合模型输入的维度要求代码正确得2分； | 根据数据 |  |  |
| M9 | 2 | 使用 ONNX Runtime 运行模型，输入图像数据，得到模型输出的置信度和边界框代码正确得2分； | 根据数据 |  |  |
| M10 | 1 | 本地保存运行结果的截图3.2.5-1.jpg中人脸数量正确：得1分； | 根据数据 |  |  |
| M11 | 1 | 检测结果的图片中人脸标注框和数量都正确得1分； | 根据数据 |  |  |
| M12 | 1 | 人机交互最优流程（不少于3条）正确得1分； | 根据数据 |  |  |
| 合计配分 | 20 | 合计得分 | |  |  |

1. 补全该模型的使用交互流程对应的 Python 代码（3.2.5.ipynb），实现本地测试图片文件夹 “imgs” 中所有图片的人脸检测，将运行结果截图保存到3.2.5-1.jpg中，并将检测结果的图片上传。

代码3.2.5.ipynb：

import os

import time

import cv2

import numpy as np

import vision.utils.box\_utils\_numpy as box\_utils

import onnxruntime as ort

# 定义预测函数，对模型输出的边界框和置信度进行后处理

def predict(width, height, confidences, boxes, prob\_threshold, iou\_threshold=0.3, top\_k=-1):

boxes = boxes[0]

confidences = confidences[0]

picked\_box\_probs = []

picked\_labels = []

for class\_index in range(1, confidences.shape[1]):

probs = confidences[:, class\_index]

mask = probs > prob\_threshold

probs = probs[mask]

if probs.shape[0] == 0:

continue

subset\_boxes = boxes[mask, :]

box\_probs = np.concatenate([subset\_boxes, probs.reshape(-1, 1)], axis=1)

box\_probs = box\_utils.hard\_nms(box\_probs,

iou\_threshold=iou\_threshold,

top\_k=top\_k,

)

picked\_box\_probs.append(box\_probs)

picked\_labels.extend([class\_index] \* box\_probs.shape[0])

if not picked\_box\_probs:

return np.array([]), np.array([]), np.array([])

picked\_box\_probs = np.concatenate(picked\_box\_probs)

picked\_box\_probs[:, 0] \*= width

picked\_box\_probs[:, 1] \*= height

picked\_box\_probs[:, 2] \*= width

picked\_box\_probs[:, 3] \*= height

return picked\_box\_probs[:, :4].astype(np.int32), np.array(picked\_labels), picked\_box\_probs[:, 4]

# 从标签文件中读取每一行，并去除行首尾的空白字符，得到类别名称列表 2分

class\_names = [name.strip() for name in open('voc-model-labels.txt').readlines()]

# 创建 ONNX Runtime 的推理会话，用于运行模型进行推理 2分

ort\_session = ort.InferenceSession('version-RFB-320.onnx')

# 获取模型输入的名称 2分

input\_name = ort\_session.get\_inputs()[0].name

# 定义保存检测结果图像的目录路径

result\_path = "./detect\_imgs\_results\_onnx"

# 定义置信度阈值，用于筛选出置信度较高的检测结果

threshold = 0.7

# 定义存储待检测图像的目录路径

path = "imgs"

# 用于统计所有图像中检测到的目标框总数，初始化为 0

sum = 0

# 如果保存结果的目录不存在，则创建该目录 2分

if not os.path.exists(result\_path):

os.makedirs(result\_path)

# 获取指定目录下的所有文件和文件夹名称列表

listdir = os.listdir(path)

# 遍历目录下的每个文件

for file\_path in listdir:

# 拼接图像文件的完整路径

img\_path = os.path.join(path, file\_path)

# 使用 OpenCV 读取图像文件 2分

orig\_image = cv2.imread(img\_path)

# 将图像从 BGR 颜色空间转换为 RGB 颜色空间（许多模型要求输入为 RGB 格式）

image = cv2.cvtColor(orig\_image, cv2.COLOR\_BGR2RGB)

# 将图像调整为 320x240 的尺寸（符合模型输入的尺寸要求） 2分

image = cv2.resize(image, (320, 240))

# 定义图像归一化的均值数组 2分

image\_mean = np.array([127, 127, 127])

# 对图像进行归一化处理，减去均值并除以 128

image = (image - image\_mean) / 128

# 将图像的维度从 (高度, 宽度, 通道数) 转换为 (通道数, 高度, 宽度)

image = np.transpose(image, [2, 0, 1])

# 在第一个维度上扩展一个维度，将图像变为 (1, 通道数, 高度, 宽度)，以符合模型输入的维度要求 1分

image = np.expand\_dims(image, axis=0)

# 将图像数据类型转换为 float32 类型

image = image.astype(np.float32)

# 记录开始时间，用于计算模型推理的耗时

time\_time = time.time()

# 使用 ONNX Runtime 运行模型，输入图像数据，得到模型输出的置信度和边界框 2分

confidences, boxes = ort\_session.run(None, {input\_name: image})

# 计算并打印模型推理的耗时

print("cost time:{}".format(time.time() - time\_time))

# 调用 predict 函数对模型输出的边界框和置信度进行后处理，得到最终的边界框、类别标签和置信度

boxes, labels, probs = predict(orig\_image.shape[1], orig\_image.shape[0], confidences, boxes, threshold)

# 遍历每个检测到的目标框

for i in range(boxes.shape[0]):

# 获取当前目标框的坐标

box = boxes[i, :]

# 生成当前目标框的标签字符串，包含类别名称和置信度

label = f"{class\_names[labels[i]]}: {probs[i]:.2f}"

# 在原始图像上绘制目标框，颜色为 (255, 255, 0)，线条粗细为 4

cv2.rectangle(orig\_image, (box[0], box[1]), (box[2], box[3]), (255, 255, 0), 4)

# 将绘制了目标框的图像保存到结果目录中

cv2.imwrite(os.path.join(result\_path, file\_path), orig\_image)

# 累加当前图像中检测到的目标框数量到总数中

sum += boxes.shape[0]

# 打印所有图像中检测到的目标框总数

print("sum:{}".format(sum))

截图3.2.5-1.jpg：

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAXYAAAApCAYAAAAh8QLzAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAAMuSURBVHhe7d3tjpswEIVhu/d/z/RPRxodzRibJuAM7yNFWzz4AwJnabpt+3EcRwMAlPFHGwAAv41gB4BiCHYAKIZgB4BiCHYAKKbzUzFreu/trlPWe2+tteX5Rv2u1Kzd8/v4+qjvbG12vtF4RvdpyXt4ZS1ZH62ZqJ9vj2otGVvbrL0F++N9CPZF2U31aX6elTlH/T5RU1qbHecTtdF+0XbWPtrOaln72ba2675R3fSTbyQzY+AdSn8U42+EFaN+d9wwemNaIJwZ9VutPcnPPwosPS9ZP2/mPHozY7aLa1l1HEc4jo4f7YN3KR3sv6L3vhw432DriNaS1UYhcrX2LRqAJmp7Unauz1zth3q2CHZ/QepFmbVrzdf9ttZGRv2iebQ9qus+u+r/Qs9eutZRzdgYyo59tfaEq2vJzomy8+dfOt/MuVZn7x/e5fFg1wtyVPMXq9Y83xbVM6N+uu3b9etondENl419p9H8o9qMmWOPalHozYj6RW0rtL+t2V7Z2Fkte8+jthlX+6Gmx4NdzV6g/say7V35AKgqC7Cd+Pcgei9Wj8HCeaWPzmHXMfBJ2wX7Crupdr8xfACshMAuzs6vhpVvz4xq36DnX9ebHcPd7j4vqGm7YJ+9sP1+vxDuJlpnl6d5PR4NHd3fjPqt1FZEa/sWXafOfZWOM3sM31jLFXpegC1+jt1flLqcrKYXsvZrg75non46n9Ws3X6tbS0Zz9P9r7abUX2m1oJ6VsvOi8n6ndXav3rW3pI+bdCvJXOeHUMbjHllLTrfqJ6dS5PVdUy8yxbBDgD4nO0+igEA/B+CHQCKIdgBoBiCHQCKIdgBoBiCHQCKeXWwRz8XDAC/7tXBDgAVvTbYeVoHUFXpYO/Jv6kS/TVvAKhii2C3APZBrKEc1bQPAGCDYLenZ3sZfaKOav5rFO46ZuNpHcALPB7sFsoWzHeErj79A0Aljwd7c0/Wd4Ss/u7gjm8kAHCnx4Pdh/ko3LP2ET5/B/BGjwd7kz8M1c/StX0U1ll7hI9iAFTFf7QBAMVs8cQOAPgcgh0AiiHYAaAYgh0AiiHYAaAYgh0AiiHYAaCYv7hW67CR1mgSAAAAAElFTkSuQmCC)

（2）在上面的使用交互流程基础上，结合实际应用场景，设计在人脸检测系统中使用 “version-RFB-320.onnx” 模型的一种人机交互优化方案，包括交互界面布局、操作流程等内容，将其保存为docx文件，命名为 3.2.5.docx。

参考答案： （答对3条得满分）

1. 交互主界面布局设计可以遵循 **"功能分区明确、操作流程线性、信息层级清晰"** 三个核心原则， 通过空间分区映射功能逻辑，让用户无需思考即可完成「选择→处理→保存」的标准流程。
2. 操作流程上，实施标准检测流程：

1）初始化（系统自动加载模型和标签文件，检查必要的依赖项（OpenCV等））

2）选择输入源： 用户点击"选择文件夹"按钮

3） 执行检测：系统依次处理每张图片，实时显示进度， 处理完成后播放提示音并显示统计信息

4）最后点击"保存结果"按钮，将结果保存指定位置

1. 用户体验上持续优化，可以采取：
2. 视觉反馈：检测中的人脸框使用渐变色（如黄→红表示置信度低→高）， 处理进度条和预估剩余时间显示
3. 性能优化：增加多线程处理，保持UI响应； 图片预处理和模型推理分离
4. 对于错误处理的处理，增加友好的错误提示（如模型加载失败、图片格式不支持等）， 提供重试机制
5. 增加一些辅助功能， 比如支持图片缩放和拖动查看细节，增加一些快捷键支持。